
Abstract.Experimental and theoretical studies of electron
densities and the corresponding derived entities such as
electrostatic potentials have been the primary means of
understanding the chemical nature and electronic prop-
erties of crystalline substances. Conventional crystal cal-
culationmethods such as the embedded clustermodels are
capable of performing calculations on small andmedium-
sizedmolecules, while periodic ab initiomethods can treat
crystals with up to 200 atoms per unit cell. A linear scaling
method, viz. the molecular tailoring approach, has re-
cently been developed for obtaining ab initio quality one-
electron properties. In the present study, the molecular
tailoring approach is employed to generate electron den-
sity, electrostatic potential and interaction density maps
with the ibuprofen crystal as a test case. The interaction
density and electrostatic potential maps produced in the
present work succinctly bring out the actual crystalline
environment around a given reference molecule by
including the interactions with atoms in its neighborhood.
The results obtained from the molecular tailoring ap-
proach may thus be expected to enhance our under-
standing of the environment in the crystalline material
with reasonably small computational effort.

Keywords: Molecular crystals – Electron densities –
Electrostatic potentials – Molecular tailoring approach

Introduction

Electron densities (EDs) and properties derived there-
from are of fundamental importance to the under-
standing of the chemical nature of atoms, molecules and

clusters [1]. Experimental techniques for reliable deter-
mination of ED, electrostatic potential (ESP) and other
derived properties have been prevalent for several dec-
ades [2]. Recent developments, accelerated by the use of
synchrotron X-ray sources and area detection tech-
niques using charged coupled devices have revolution-
ized this field. Consequently, experiments to measure
high-quality EDs [3] and determination of other one-
electron properties are now becoming routine. However,
an accurate theoretical computation of these one-elec-
tron properties using rigorous ab initio techniques is
routinely possible only for systems with fewer than
100 atoms. The powerful numerical techniques devel-
oped in the framework of molecular quantum chemistry
cannot be directly employed to extended systems [4]
owing to the nonlinear scaling [�O(N3)] of the Hartree–
Fock (HF) and density functional theory (DFT) meth-
ods. In addition, obtaining a meaningful result from the
data collected by X-ray diffraction experiment requires
inputs from ab initio calculations, particularly so in the
case of noncentrosymmetric structures [2]. There have
been numerous attempts to compute band structures
and electronic properties of solids using specialized
techniques. This section provides a brief account of these
methods with indicative references to the literature fol-
lowed by a preamble to the present work.

Recent advances in the periodic ab initio techniques
[4] have been of great utility to computational chemists
studying the chemistry of solids. Periodic ab initio cal-
culations yield crystal orbitals which reflect the transla-
tional symmetry of the crystal lattice. The obvious choice
of plane waves as periodic functions is countered by the
fact that even for systems with medium-sized asymmetric
units, millions of plane waves are required. This makes
the computations using plane waves a formidable task as
the size of the unit cell increases. Alternatively, crystal ab
initio programs have been developed that employ Bloch
functions as molecular orbitals. Bloch functions are
linear combinations of atomic orbitals which, in turn,
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are constructed from Gaussian functions. Methods that
use a combination of plane waves (for electron-rich re-
gions) and Bloch functions (for regions with sparse ED)
are also gaining popularity.

The periodic ab initio methods have extended the
scope of the ‘‘first principles’’ methods to systems con-
taining up to 200 atoms per unit cell [5, 6]; however, the
calculations become expensive as the number of atoms
per unit cell increases. In addition, realistic modeling of
crystal defects and inclusion complexes is rather difficult
with the periodic ab initio methods, since such problems
increase the asymmetry in periodic systems. Hence,
there is continued interest in the theoretical investigation
of crystals and other solids using embedded cluster
models and supercell approaches [5, 7, 8, 9, 10, 11, 12,
13, 14]. In addition to the low computational cost, these
methods have the advantage of providing a common
platform for comparing the properties of molecules in a
crystal to that of an isolated molecule. The embedded
cluster methods treat quantum mechanically a very
small part of the crystal which is embedded in an envi-
ronment of potentials arrived through the Green func-
tion technique [15], DFT, or pseudopotential theory.
This partition is conceptually similar to the recently
popularized quantum mechanical (QM)/molecular
mechanics (MM) methods. However, the computation
of the Madelung contribution due to the embedding
potential is still cumbersome except for simple ionic
crystals [10, 11].

There are several variations of embedded potential
techniques reported in the literature [5, 7, 8, 9, 10, 11, 12,
13, 14]. For example, Stefanovich and Truong [12] have
developed a simple embedding scheme [12, 14] termed
the surface charge representation of the electrostatic
embedding potential method based on Gauss’ law. In
this model, the central cluster is treated at an appro-
priate QM level, while the immediate environment is
represented by lattice charges and the potential due to
the rest of the crystal is mimicked by a large number of
discrete charges on the Gauss surface enclosing the
central cluster. Ferenczy et al. [5] have devised a QM/
MM-type model based on the self-consistent Madelung
potential approach [16]. The central molecular region in
this approach is treated at a semiempirical level. From
these calculations, reliable estimates of the heats of
sublimation have been obtained. Recently, Brändle et al.
[6] have followed the deprotonation reaction of acidic
sites of zeolite by ammonia, using periodic HF (PHF)
and a combined QM/interatomic potential method re-
ported in the literature [17]. This study also depicts the
molecular ESP (MESP) plots at both these levels for
ascertaining the most acidic site in the zeolite cage. The
combined QM/interatomic potential model adopted by
Brändle et al. [6] is seen to produce MESP plots quali-
tatively similar to their PHF counterparts. This work
also highlights the inability of periodic ab initio methods
to perform calculations on systems with a large number
of basis functions per unit cell. In addition, it is stipu-
lated that having a larger basis set is crucial, rather than

allowing geometrical relaxation of the complex, for
reliable prediction of interaction energies of the com-
plex.

Other emerging alternatives to the periodic ab initio
methods are the localized orbital methods and other
linear-scaling methods. Shukla et al. [18] have used a
Wannier-function-based HF method to investigate
trans-polyacetylene. The geometry and energetics ob-
tained from the calculation have been compared with the
corresponding PHF results generated by the CRYSTAL
[19] program. Bowler and Gillan [20] have gainfully
employed the density matrix (DM) minimization meth-
od integrated with the McWeeny [21] purification
scheme to perform quantum-embedded cluster calcula-
tions on defect sites created by substituting Ge in three
types of Si clusters. This method divides the system into
two regions: the first region contains the defect site and
atoms in the immediate vicinity, while the rest of the
cluster forms the second region. The DM elements in the
second region are constrained to the values in the perfect
crystal environment.

The molecular tailoring approach (MTA), a divide-
and-conquer (DC)-type method was employed earlier by
Gadre et al. [22] to compute one-electron properties of
large molecules. The molecular ED (MED) and the
MESP computed using the MTA were reported to be
accurate to within 2% of the actual ab initio counter-
parts. Calculations have been reported [23] on a few test
systems, including a silicious zeolite, containing up to
500 atoms. This approach also yields total electronic
energies with reasonable accuracy. Huang et al. [24] have
discussed quantum crystallography, employing their
DC-type algorithm to study ED and difference density
for a cyclic hexapeptide and an antibiotic, zervamicin,
using the geometries from crystallographic data. This
study hints at the direct applicability of linear scaling
methods to crystals. Another DC-type model, viz. the
transferable fragment ESP, was formulated by Zhong
et al. [25] to obtain the ESP of large proteins from atom-
based and fragment-based ESPs, similar to the MED
Lego assembler (MEDLA) approach due to Mezey
[26].1 In this method, a set of unique atom or fragment
(functional groups) types are identified from the target
molecule and equivalent fragments are picked from a
previously studied parent molecule. The target molecule
is rebuilt from the picked atomic or molecular fragments
(optimized individually) by a least-squares fit to the
coordinates. The ESP of the target molecule is obtained
as a superimposition of the atomic/molecular fragment
ESPs. A larger error was observed when molecular
fragments were used. This was attributed to the adjust-
ment of atomic positions resulting from optimization of
the fragments.

The cluster crystal orbital method put forward by
Pelikán et al. [28] combines the advantages of the cluster

1 A recent work reporting computation of MESPs of large mole-
cules came to our attention while communicating the present work
[27]

256



models and the crystal orbital methods. The errors in the
cluster models due to the boundary effect and those in
the crystal orbital methods due to an inadequate basis
are eliminated. This is a generalization of the cyclic-
cluster model formulated by Miró et al. [29]. This
method enables one to perform periodic calculations
using finite clusters that are computationally less
expensive, at the same time maintaining reasonable
accuracy. In their recent discussions on the topological
analysis of the experimental and theoretical (PHF) EDs,
Volkov et al. [30, 31] mention the ambiguities in the
electronic properties derived from aspherical atom
multipole refinements. It is pointed out that the results
obtained from such calculations largely depend on the
multipole model used [32]. Partitioning based on Bader’s
[33] atoms-in-molecule (AIM) approach has been sug-
gested to overcome the inconsistency with the results
from multipole refinements. However, the expense of the
AIM-based atomic contributions to the charge and
electrostatic moments has been noted. Further, the
multipole refinement of theoretical structure factors
introduces a bias in the topological properties of the
charge density at the bond critical points, which is also
manifested in the AIM-based results. This study [31] also
provides an elaborate comparison of the MED topog-
raphy of an isolated molecule with that obtained from
the calculations which include ghost orbitals on sur-
rounding molecules and for the crystal lattice using
PHF. An extensive comparison of electronic properties,
such as charge density, dipole moment, ESP and electric
field gradient, of L-asparagine monohydrate derived
from X-ray diffraction data with those obtained from
theoretical calculations on isolated molecules within the
HF and DFT formulations has been reported by Arnold
et al. [34].

Spackman and Byrom [35] have discussed various
schemes used to partition EDs of crystals into molecular
components, in line with the AIM approach. The
schemes of interest are the Hirshfeld surface (HS) and
the extension of AIM, where molecular regions are
formed by the union of atomic basins. Any electronic
property obtained by integrating within these regions
accounts for the property of the molecule in the crystal.
The HS scheme provides an inexpensive way to compute
electronic properties. McKinnon et al. [36] later em-
ployed the HS scheme to understand the interactions
between molecules, using the comparison of naphthalene
and terephthalic acid as a test case. The comparison
brings out succinct differences in the interactions in
crystals of these compounds. The HS scheme qualita-
tively shows the C–HÆÆÆp interaction in naphthalene to be
stronger than that in terephthalic acid, a feature which is
reportedly not displayed by the corresponding isodensity
surface and MESP textured van der Waals surface.

It may be pointed out that the emphasis of the
aforementioned theoretical methods is on obtaining the
band gaps, charge density distributions and bulk prop-
erties of crystals and polymeric materials. To the best of
our knowledge, MESP computation of molecular crys-

tals is rather scarce in the literature. In comparison to
the ED distributions, the MESP plots are rich with
topographical features providing significant information
on the nature of bonding as well as the local electronic
nature within the molecule [37]. In the present study, the
electronic properties of the ibuprofen crystal were
computed with a fully QM representation of the central
region as well as the environment using the MTA. Ibu-
profen is of immense medicinal value owing to its
analgesic, antipyretic and anti-inflammatory properties.
The interest in the present study was generated owing to
a recent work by Bouhmaida et al. [38] which reports
experimental determination of the MESP and presents
the corresponding gradient paths.

Computational details

The methodology of the MTA is briefly outlined here. A detailed
description of it can be found elsewhere [22, 23, 39]. As mentioned
earlier, MTA is a linear-scaling ab initio method wherein the DM
at the HF, DFT or post-HF levels of theory for a large molecular
system (in a given fixed geometry) may be obtained by performing
ab initio calculations on the appropriately formed smaller frag-
ments of the parent system. It involves the following steps:

1. Break the parent system into a number of medium-sized (around
40 atoms) overlapping fragments.

2. Perform ab initio calculations at appropriate levels of theory on
these fragmented molecular systems to obtain the respective
single particle DMs.

3. Construct the DM of the supermolecule/cluster as a union of
suitably selected elements from the DMs of the fragments.

4. Employ this super-DM for computation of electronic properties
and energies.

The scissoring of the parent molecule into overlapping frag-
ments and synthesizing the super-DM from the fragment DMs are
crucial steps that directly influence the quality of the results.

The fragmentation process was carried out through elaborate
programs written in FORTRAN 90 [23] and C++ [39]. It is
necessary to follow certain ‘‘rules’’ when the fragments are being
made. Weak bonds and C–C single bonds are preferentially cut
over the olefinic, heteroatomic or other sensitive bonds. Aromatic
rings and functional groups are kept intact in at least one of the
fragments. The factors that govern the quality of the resulting DM
are the size of the fragments and the extent of overlap between
them. A comparison of the size and depth statistics provides
information about the quality of the fragmentation scheme and
helps to do a priori sampling of several (different sizes and overlap
lengths) fragmentation schemes. The fragments are created by two
different strategies. A breadth-wise traversal algorithm [23],
wherein fragments are produced by traversing simultaneously
along all the branches of the molecular tree. The fragments are
created towards the end of the tree and the process is carried out
recursively till an exhaustive fragmentation results. In the second
strategy [39], the fragments are generated by collecting atoms that
fall within a small parallelepiped placed over the molecular space.
The parallelepiped is moved around the molecular space, main-
taining an overlap between various parallelepipeds until the space is
partitioned exhaustively. A posteriori analysis of the fragments so
collected is carried out and the fragments are trimmed, merged or
grown to adjust the fragment sizes and to correct for the errors
arising out of cutting sensitive bonds and regions. The whole
process from fragmenting the parent molecule to obtaining the
super-DM is carried out in an automated manner, after sampling
various fragmentation schemes.

The super-DM may be further improved by subjecting it to the
McWeeny [21] purification scheme. It has been pointed by Chal-
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lacombe [40] that for a nonorthogonal basis this scheme can be
written as

P0 ¼ 3PSP� 2PSPSP:

Here, P is the guess DM of parent molecule and P¢ is the
improved DM, which is more idempotent than P. Employing
this procedure, our earlier studies (unpublished) have shown that
the total electronic energy of the system can be obtained correctly
by up to two decimal places without performing a single self-con-
sistent-field (SCF) iteration for organic molecules containing up to
200 first-row/hydrogen atoms.

The self-consistent-field molecular orbital calculations on the
fragments were carried out using the public domain program
GAMESS [41]. All the calculations were carried out at the HF/
6-31G(d,p) level of theory, unless specified otherwise. The MED,
the MESP and the topography of the MESP were evaluated using
the electronic property computation program UNIPROP [42]2.
All the graphic depictions in this article were produced using the
visualization package UNIVIS-2000 [43].

Results and discussion

Clusters of two different sizes comprising 21 and 57
ibuprofen molecules, respectively,were built from the

crystallographic data [38]. The clusters generated include
all the molecules that have at least 25% of their atoms
within a radius Rcut (9 and 11 Å for cluster 1 and clus-
ter 2, respectively) from the central molecule. This pro-
vides a reasonably good mimic of an appropriate
crystalline environment for the central molecule around
which the electronic properties are computed. A dimer
formed from two ibuprofen molecules is shown in
Fig. 1; two hydrogen bonds due to carboxylic acid
groups can be clearly seen. Clusters (1 and 2) oriented
along the three crystallographic axes are displayed in
Fig. 2. The central (core) molecule is shown as a van der
Waals surface, while rest of the molecules in the cluster
are displayed as a stick model. Although the core mol-
ecule in cluster 1 is mostly surrounded in all directions
by other molecules, it is open in certain regions
(Fig. 2b), omitting some weak interactions with the
environment. This necessitated building a second, larger
cluster containing 57 molecules. In addition, for the case
of cluster 2, there is sufficient buffer to provide a realistic
crystalline environment to the core molecule. Both
clusters were fragmented via several different schemes
and one scheme for each was chosen after a priori
quantification [23] of the nature of the fragments. The
fragmentation schemes chosen contain 78 and 237
fragments, respectively, for cluster 1 and cluster 2. The
corresponding average sizes of the fragments turn out to

Fig. 1. Dimeric unit of the
ibuprofen molecule

Fig. 2. Cluster 1 (top) and
cluster 2 (bottom) consisting of
21 and 57 ibuprofen molecules,
respectively, oriented along the
100 (a, d), 010 (b, e) and 001
(c, f) crystal faces. The central
molecule is shown as a van
der Waals surface

2 Package UNIPROP can evaluate ab initio electronic properties
such as the MESP, the MED, the Laplacian of the MED, the
electron momentum density, the topography of all the properties,
the internal electric field, and electronic moments up to third order
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be 34.5 and 51.1 atoms. The fragment molecules so
obtained were subjected to molecular orbital calculation
at the HF/6-31G(d,p) level of theory. The DM of the
whole cluster was then synthesized [22, 23] from the
molecular DMs of the fragment.

In order to assess the quality of the DM synthesized,
it was felt worthwhile to compare it with the actual DM
(here and elsewhere in the text, actual refers to the re-
sults obtained by performing an ab initio level calcula-
tion on the cluster as a whole). However, the 6-31G(d,p)
basis set entails 6,615 contracted Gaussian functions for
cluster 1: a formidable computational task even at the
HF level of theory. Hence for the sake of comparison,
the actual and synthesized DMs were computed (all the
computations reported here were carried out at the HF
level of theory) for cluster 1 using the minimal basis set
(STO-3G). The time taken to obtain the actual DM was
78 h when employing a parallel version of GAMESS on
a cluster of four Pentium 4 computers ( at 1.7-GHz
clock speed and with 256 MB random access memory)
running on GNU/Linux. On the other hand, it took only
about 1 h to get the synthesized DM. The times taken to
obtain the synthesized DMs at the HF/6-31G(d,p) level
for cluster 1 and cluster 2 were 50 and 180 h, respec-
tively (on a single Pentium 4 computer at 1.5-GHz with
512 MB random access memory). It is anticipated that
the corresponding computer time for generating the
respective actual DM would be of the order of several
weeks even if higher hardware requirements (such as
memory) are met. A pictorial comparison of the actual
and synthesized DMs at the HF/STO-3G level is shown
in Fig. 3. Each DM element is represented with pixels of
appropriate color codes. The atom (and hence the con-
traction) indices are sorted so as to present the bonded
atoms in sequence. As a result, 21 small triangles along
the diagonal can be noticed (Fig. 3a, b), which represent
21 molecules with strong intramolecular bonds within
them. Green patches with embedded brown in the off-
diagonal region (Fig. 3a) are the cross-molecule terms
arising owing to weak intermolecular interactions. The
synthesized DM faithfully produces the numerically
significant values (yellow to red), while the numerically
insignificant values (green), largely located in the inter-
molecular region of the actual DM, are partly absent. It
should be emphasized here that the missing elements in
the synthesized DM are of the order 10)6–10)5 and
hence no significant loss in the quality of one-electron
properties computed using the synthesized DM is
anticipated.

The 3D graph in Fig. 4 brings out the quantitative
difference between the actual and synthesized DMs. It
presents a comparison of the DMs in various numerical
ranges. From Fig. 4, it is evident again that numerically
significant DM elements (|Pij|>0.1) have very small er-
ror (much less than 5.0%), while the last range of values
(0.1>|Pij|>0.01) also lie predominantly in the low-error
region (less than 5.0%). It may be noted here that the
logarithmic scale was used to represent the number
of elements falling in a given range of errors (y-axis).

Although such a comparison is not feasible when the
6-31G(d,p) basis set is used, Tr(PS) provides a measure
of the overall quality of the DM. For cluster 1, Tr(PS)
at the HF/6-31G(d,p) level turns out to be 2,351.962,
i.e., an error of around 0.04 electrons. The error for
cluster 2 (57 molecules) at the same level of theory is just
0.005 electrons (of 6,384 electrons). All these analyses
ascertain that the synthesized DMs mimic their actual
counterparts quite faithfully. Nevertheless, the synthe-
sized DMs were uniformly scaled to correct the minor
error in Tr(PS). The scaled DMs thus obtained were
employed to calculate one-electron properties of the
ibuprofen molecule in a crystal.

It was shown in our earlier studies [22, 23] that MEDs
are produced fairly accurately even with smaller frag-
ments. Though the MED is an extensively studied scalar
field, it does not directly reveal any meaningful infor-
mation about the molecular interactions in its unmodi-
fied form. However, the interaction density (ID) maps,
defined as the difference between the MED and the sum
of atomic densities, viz. qIDðrÞ ¼ qmolðrÞ �

P

atom
qatomðrÞ;

are known [1] to be of more utility than the MED itself.
The ID plots clearly bring out regions of electron
depletions and concentrations due to the covalent/ionic
bond formation. Analogously, the molecular ID (MID),
defined as the difference in density of the supermolecule

Fig. 3. Comparison of the elements of a actual and b synthesized
density matrixes (DMs) for cluster 1 of the ibuprofen molecule,
computed at the HF/STO-3G level of theory. For the purpose of
clarity only the lower triangular matrix of the actual DM and the
upper triangular matrix of the corresponding synthesized DM
separated by a gray band along the diagonal are shown. Color
codes are used to denote the numerical range of the DM elements.
(Red greater than 10)1, blue 10)2–10)1, magenta 10)3–10)2, yellow
10)4–10)3, brown 10)5–10)4, green 10)6–10–5). DM elements that
are numerically less than 10)6 are not displayed. See text for further
description
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and the sum of densities of individual molecules, have
also been reported [1] in the literature for investigating
interactions between molecules. In the present study,
MID plots were obtained for both clusters studied here
with a view to bring out the specific interactions existing
in the region representing the crystal lattice. Figs. 5a and
5b depict MID isosurfaces of values )0.003 and 0.003 au
(the convention of blue indicating a negative-valued
function and red the positive-valued one has been used
throughout in this article). Since the dimer forms the
basic building block of the crystal and no other strong
hydrogen bonds exist, the primary MID features are
visible only in the dimeric carboxylic acid groups. Fig-
ure. 5a and b clearly brings out the charge transfer from
the acidic hydrogen to the carbonyl oxygen of its dimeric
partner. This charge transfer is compensated by the
electron flow along the covalent bond within the mole-
cule, resulting in alternating positive-valued (red) and
negative-valued (blue) MID isosurfaces forming a ring-
like structure. Major electronic rearrangements occur
within the dimer unit. Other small surfaces near the
isobutyl group and the ortho position (with respect to
the carboxylic group) in the benzene ring indicate feeble
interactions with neighboring molecules. These features

are more clearly conveyed by the qdimer
ID ðrÞ (Fig. 6),

which is defined as the difference between q(r)
for cluster 2 and that of the dimer, viz.
qdimer
ID ðrÞ ¼ qcluster 2ðrÞ � qdimerðrÞ.
Here, the textured van der Waals surface (scaled by a

factor of 0.9) was employed to bring out these density
differences. Fig. 6 reveals that there is a gain in ED on
either side of the phenyl carbon connected to the
isobutyl group and on the carbonyl carbon, while there
is a depletion of ED along two phenyl hydrogen atoms
and the hydroxyl oxygen.

The scalar field of the MESP is known to bring out
electron localization features very vividly and has be-
come a popular tool for studying weak intermolecular
interactions [37]; hence, the MESP was computed for the
isolated molecule, the isolated dimer, cluster 1 and
cluster 2 over a parallelepiped constructed around the
central molecule. A comparison of the MESP textured
on the van der Waals surface is shown in Fig. 7. The
pictures display the MESP due to an isolated ibuprofen
molecule, an isolated ibuprofen dimer, cluster 1 and
cluster 2 textured on the central molecule. In Fig. 7a, the
highly negative MESP region due to the carbonyl and
hydroxyl oxygen atoms together with the weakly nega-

Fig. 4. Variation of the
synthesized DM compared to
the actual one for the HF/STO-
3G calculation on the ibuprofen
molecule. See text for discussion

Fig. 5a,b. Difference density,
Dq, plots for the ibuprofen
crystal computed [HF/6-
31G(d,p)] using the synthesized
DM of cluster 1. a and b depict
isosurfaces of values 0.003 au
(red) and –0.003 au (blue)
in two different views. See text
for a detailed discussion

260



tive region over the phenyl ring of the ibuprofen mole-
cule are shown in blue. The red regions describe the
hydrogen atoms. The phenyl ring shows an overall
electron-withdrawing effect due to the presence of car-
bonyl group. The negative region surrounding the car-
bonyl group is conspicuous by its absence in the textured
MESP plot (Fig. 7c) of cluster 1. The region over the
benzene ring is more negative in comparison to Fig. 7a
owing to the lesser electron-withdrawing effect of the
carbonyl group as well as to the contribution from
the crystalline environment. The C–HÆÆÆÆO interactions of
the reference molecule with the oxygen atoms in the
vicinity (viz. 2.6–2.8 Å) seem to be responsible for these
features. Similar features are noticed in Fig. 7d, which
are somewhat less pronounced in nature. Since cluster 2
features the crystalline environment effect in a more
faithful way, Fig. 7d is expected to be a better repre-
sentative picture of an ibuprofen molecule in a crystal-
line environment.

The MESP topography can be characterized in terms
of the position and the nature of its critical points (CPs).
A suitably modified version of the package UNIPROP
[42] was used for the identification and characterization
of MESP CPs of the isolated ibuprofen dimer. A com-
parison with the corresponding features obtained from

cluster 1 is shown in Table 1 (The atomic coordinates of
cluster 1 and cluster 2 are available from the authors on
request). The negative-valued minima near the carbonyl
and hydroxyl oxygen atoms of the acid group bear the
MESP values of –0.0796 and –0.0620 au, respectively, in
the isolated dimer. Owing to weak attractive interactions
with the neighboring molecules, they attain relatively
less pronounced values (negative) viz. –0.0598 and –
0.0530 au. In contrast, one of the MESP minima over
the benzene ring (–0.0281 au) is seen to become more
pronounced (–0.0410 au) and is also displaced by
around 1 au from its counterpart in the isolated dimer,
while the minima on the other side of the ring is only
slightly altered in its value and position. This may be
attributed to the C)HÆÆÆÆO interaction with the oxygen
atom in the vicinity of the core molecule (Fig. 7). The
two phenyl MESP minima in the cluster are located at
an approximate distance of 1.74 Å from the nearest ring
carbon compared to the dimer ones, which are typically
1.87 Å away. This observation is in good qualitative
agreement with the results reported by Bouhmaida et al.
[38]; however, in quantitative terms, the CPs reported by
them are much closer to the phenyl ring. The lone-pair
MESP minima in the ibuprofen crystal are reported by
Bouhmaida et al. [38] to be at a distance of 1.1 Å from

Fig. 6. Difference density, Dqdimer (qcluster 2)qdimer), textured on the scaled (0.9) van der Waals surface of the ibuprofen dimer. See text for
details

Fig. 7. Molecular electrostatic potential [HF/6-31G(d,p)] due to a an isolated monomer, b an isolated dimer, c cluster 1 and d cluster 2 of
the ibuprofen molecule textured on the van der Waals surface of the core molecule. See text for further details
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the oxygen nucleus. The corresponding average distance
obtained in the present work is 1.2 Å. However, the
respective MESP values differ substantially.

The dimer of the ibuprofen molecule (Fig. 1) was
employed as a basic unit in the studies of the MID as
well as the MESP. The positive and negative regions of
the MID as well as the enhancement of the MESP fea-
tures may be attributed to weak intermolecular inter-
actions such as C)HÆÆÆÆO or C)HÆÆÆÆp-type present in the
cluster. Thus, the ibuprofen dimer in the cluster shows
subtle but definite differences from the corresponding
isolated dimer.

Concluding remarks

The purpose of the present work is to derive reliable
one-electron properties of large molecules, for which a
direct HF/DFT or higher-level calculation is impracti-
cal, using the currently available computing power. For
this purpose, a DC-type algorithm viz. MTA, was
developed in our laboratory and was applied earlier to
large single molecules such as a zeolite and a polypep-
tide. The current study aims at extending this approach
for exploring molecular crystals. As an example, the
interactions in a crystal of weakly interacting ibuprofen
molecules were investigated employing the MTA.
Appropriately defined clusters of 21 and 57 molecules
were cut out for mimicking the ibuprofen crystal. The
DM synthesized from the corresponding fragment
counterparts incorporate major strong as well as weak
interatomic interactions. The DM synthesized at the
HF/STO-3G level is seen to match reasonably with
the corresponding actual one. It is noteworthy that the
synthesized DM was computed in a fraction of the time
required for computing the actual DM. Needless to say,
the corresponding factor at the HF/6-31G(d,p) level
would be much higher assuming that such a calculation
is at all possible.

The typical error in the ED is seen to be less than
0.1% at points in the vicinity of the molecule. At the
same time, it is observed that the error in the MESP is
somewhat larger owing to the positive and negative
contributions that make up the scalar field. However,
the error in the MESP calculated at the HF/STO-3G
level does not exceed 5%. In particular, the region near

strongly negative-valued MESP minima and saddle
points are seen to be reproduced quite well, the typical
error being 2%. Though the benchmark was performed
at the HF level, the same technique is applicable for
calculations with better levels of theory, such as DFT or
second-order Møller–Plesset (MP2).

The present approach employs the geometry derived
from X-ray diffraction experiments. Secondly, no fur-
ther approximations such as multipole refinement, etc.,
are made. Thus it may be expected that the ED and
allied one-electron properties obtained in the central
region of a chosen cluster are of reliable quality. A re-
cent study by Bouhmaida et al. [38] has presented a
picture of the MESP of the ibuprofen molecule in a
crystal employing Bader’s AIM approach. The present
work has exhibited some features in qualitative agree-
ment with their results. It would hence be worthwhile to
compare and contrast our results in detail with those
obtained [38] from experimental data. It may be hoped
that the ED thus derived employing the MTA at a high
level of theory (DFT/MP2) and basis set can be used as
an input for crystallographic studies. Further, the MESP
distribution due to the cluster is expected to provide
valuable guidelines for the investigation with interacting
molecules on the surfaces, inclusion complexes etc.
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16. (a) Ángyán JG, Silvi B (1987) J Chem Phys 86:6957; (b)
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